
IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 36, NO. 5, MAY 2017 733

Synthesis of Cyberphysical Digital-Microfluidic
Biochips for Real-Time Quantitative Analysis

Mohamed Ibrahim, Student Member, IEEE, Krishnendu Chakrabarty, Fellow, IEEE,
and Kristin Scott, Member, IEEE

Abstract—Considerable effort has recently been directed
toward the implementation of molecular bioassays on digital-
microfluidic biochips (DMFBs). However, today’s solutions suffer
from the drawback that multiple sample pathways are not sup-
ported and on-chip reconfigurable devices are not efficiently
exploited. As a result, impractical manual intervention is needed
to process protocols for gene-expression analysis. To overcome
this problem, we first describe our benchtop experimental
studies to understand gene-expression analysis and its relation-
ship to the biochip design specification. We then introduce an
integrated framework for quantitative gene-expression analysis
using DMFBs. The proposed framework includes: 1) a spatial-
reconfiguration technique that incorporates resource-sharing
specifications into the synthesis flow; 2) an interactive firmware
that collects and analyzes sensor data based on quantitative poly-
merase chain reaction; and 3) a real-time resource-allocation
scheme that responds promptly to decisions about the proto-
col flow received from the firmware layer. This framework is
combined with cyberphysical integration to develop the first
design-automation framework for quantitative gene expression.
Simulation results show that our adaptive framework effi-
ciently utilizes on-chip resources to reduce time-to-result without
sacrificing the chip’s lifetime.

Index Terms—Biochip, cyberphysical systems, microfluidics,
quantitative analysis, synthesis.

I. INTRODUCTION

ACCORDING to market research studies from
Yole Développement, the world market for microfluidic

devices is forecast to grow from $1.1 billion in 2011 to
$5.7 billion by 2018 [1]. As an indicator of commercial
success, Illumina, a market leader in DNA sequencing,
has recently transitioned microfluidic biochips to the
marketplace for sample preparation [2]. This significant
milestone highlights the emergence of digital-microfluidic
biochips (DMFBs) for commercial exploitation and their
potential for immunoassays for point-of-care diagnosis [3],
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proteomic sample processing, and cell-based assays [4], [5].
Using DMFBs, bioassay protocols are scaled down in terms
of liquid volumes and assay times and executed by enabling
precise control of discrete droplets using a patterned array
of electrodes. Therefore, picoliter droplets of samples and
reagents can be dispensed, incubated, transported, mixed,
split, heated, or electroporated under software control in a
cost-effective manner [6]. The flexibility provided by this
technology, along with advances in the integration of sen-
sors [6], [7] and droplet monitoring using CCD cameras [8],
were exploited in [9] to develop a physical-aware system
reconfiguration technique.

Due to the fundamental importance of genomic analy-
sis, major advances have also been reported on miniaturized
technology platforms [10]–[15]. With the advent of these plat-
forms, genomic bioassays such as nucleic-acid (NA) isolation,
DNA purification, and DNA amplification have been success-
fully realized and integrated on DMFBs. Temperature-cycling
of samples for DNA amplification, also referred to as poly-
merase chain reaction (PCR), has also been demonstrated on
a DMFB.

However, since these platforms were intrinsically designed
for experimentation on a sample-limited setting, on-chip
devices were allocated a priori with respect to the bioassays
constituting the protocol; thus the flexibility and reconfigura-
bility of these devices have not been efficiently exploited.
For example, today’s DMFBs can be flexibly equipped with
a mechanism for temperature-cycling through which a tar-
get sample is kept immobile while the temperature of an
associated chip region is precisely tuned [13], [14]. This mech-
anism enables resource sharing, i.e., the option of using such
regions for various purposes, such as PCR, thermal cell lysis or
even traditional sample processing. Since quantitative analysis
protocols include multiple sample pathways that are indepen-
dently manipulated, there is inherent uncertainty about the
order of basic fluidic steps; thus resource sharing is a sig-
nificant challenge. Inefficient exploitation of on-chip devices
for real-life protocols entails significant cost if devices such
as heaters and sensors need to be replicated.

On the other hand, the electrodes located within the heating
regions are unique in terms of their role since they con-
trol the droplets that are subjected to thermal manipulation.
Therefore, excessive usage of these electrodes leads to degra-
dation [14], which significantly impacts biochip lifetime. The
same concern applies to other on-chip devices such as sen-
sors and electrodes that are in proximity to magnets used
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for bead-based assays. Hence, adaptive resource allocation
is needed to harness the biochip capabilities for large-scale
quantitative analysis without sacrificing the chip’s lifetime.

Furthermore, microfluidics-based platforms used for quanti-
fying gene expression rely on an off-chip, nonadaptive analysis
framework to determine the performance of the protocol and
the expression level for a target gene [13]. As a result,
these platforms cannot be utilized in down-stream molec-
ular analysis such as epigenetic regulation studies, which
are based on decisions of gene-expression level [16]. The
need for providing an adaptive framework for gene-expression
analysis can be addressed through cyberphysical integration
in DMFBs.

Cyberphysical integration has been recently exploited in
DMFBs for the purpose of dynamic reconfiguration due to
error occurrences [9], [17]. This reconfiguration technique,
however, does not provide the versatility needed to support
quantitative analysis due to the following reasons.

1) Quantitative gene-expression analysis relies on the
detection outcome for multiple samples. Current recon-
figuration approach for error recovery can only address
one sample at a time; thus it is unable to support global
decisions for the entire multisample protocol.

2) PCR-based quantitative analysis requires the recording
and analysis of detection data over the course of thermal
cycling. It does not depend on an instantaneous detection
operation (e.g., capacitive detection [18]).

Accordingly, there is a need to empower DMFBs with an
interactive firmware layer that collects data from on-chip sen-
sors, performs real-time data analysis, and communicates the
protocol-flow decisions to the resource-allocation software.

In this paper, we advance cyberphysical integration of
DMFBs by introducing the first integrated platform and
design-automation solution for quantitative analysis, e.g., the
study of gene expression in molecular biology. Based on
benchtop experimental work, we present a laboratory-based
approach for executing quantitative analysis bioassays. We
then present a method for physical-aware resource allocation
for multiple sample pathways. The main contributions of this
paper are as follows.

1) We first discuss our benchtop experimental study for
gene-expression analysis along with the resulting out-
comes. This experimental approach is used to guide
biochip synthesis for the underlying protocol.

2) We present a spatial-reconfiguration technique that
incorporates resource-sharing constraints into the syn-
thesis flow.

3) We describe and evaluate a physical-aware resource-
allocation framework that enables tunable resource allo-
cation among bioassays.

4) To bridge the gap between cyber and physical spaces in
DMFBs for quantitative analysis, we introduce a soft-
ware library for an interactive firmware layer. This layer
collects and analyzes data from on-chip sensors. Thus, it
communicates flow decisions to the resource-allocation
scheme. We also describe a software utility that enables
the firmware to provide quantitative results in existence
of imprecise amplification data.

Fig. 1. Cyberphysical integration of DMFBs for error recovery [9].

Note that even though we consider the gene-expression anal-
ysis protocol in this paper due to its widespread use, the
proposed framework is applicable to alternative methods for
quantitative analysis that seek the quantification of other sam-
ple properties such as concentration (in glucose testing) [19].
In other words, it is not limited to the measurement of relative
abundance of a gene expression as considered in this paper.

The rest of this paper is organized as follows. Section II
describes related prior work. An introduction to gene-
expression analysis and the implemented benchtop experi-
ment are presented in Section III. Protocol miniaturization
using DMFBs and the associated layered-software support are
described in Section IV. Section V explains the requirement of
spatial reconfiguration for the efficient realization of protocols.
Next, the shared resource-allocation algorithm is presented
in Section VI. Section VII describes the software architec-
ture of the interactive firmware layer. Finally, results of our
experimental evaluation are presented in Section VIII and the
conclusions are drawn in Section IX.

II. RELATED PRIOR WORK

Early research on design automation for digital microflu-
idics focused on scheduling of fluidic operations, resource
binding, droplet routing, and mapping of control pins to elec-
trodes [20]–[25]. However, these methods are limited to single
sample pathways and they cannot handle uncertainties in the
order of fluidic steps in bioassay execution. Moreover, the
interplay between hardware and software in the biochip plat-
form (cyberphysical system design) was not considered in
these early methods.

Design and optimization techniques for cyberphys-
ical DMFBs have thus far considered only error
recovery [9], [17], [26], [27] and termination control of
a biochemical procedure such as PCR [28]. These designs
consist of two main functional components.

1) The feedback sensor connectivity that ensures real-time
detection of the sample droplets.

2) Intelligent control software (online synthesis) that cap-
tures the detection outcome and provides an appropriate
action (see Fig. 1).

However, these designs do not support real-time decision
making for protocols designated for multiple samples, and
they do not exploit the potential of DMFBs for quantitative
analysis-based biochemical reactions. Gao et al. [29] proposed
a modular design with built-in electronic control to enhance
the reliability and robustness of DMFBs. However, this design
can only be used for droplet volume measurement and posi-
tion control. With this computationally expensive method, the
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Fig. 2. Sketch of biological pathways inside a cell. (a) Illustration of gene
expression and silencing. (b) Steps in protein synthesis from an expressed
DNA; i.e., the transcription and translation processes: (1) the DNA double
helix is unwound, (2) the enzyme RNA polymerase II then moves along the
exposed DNA strand to generate RNA, (3) the resulting mRNA leaves the
nucleus through a nuclear pore to go to a ribosome, and (4) and (5) the ribo-
some links amino acids together in the order specified by mRNA molecules
to create protein.

control of more than a few droplets transported concurrently
on an array becomes impractical. In [30], an experimen-
tal demonstration of hardware-based real-time error recovery
in integrated cyberphysical DMFBs has been shown. In this
paper, a capacitive sensor, signal conditioning circuit, and a
hardware control machine have been used to address reliable
bioassay execution in a practical setting. Yet this framework
lacks the support for real-time quantitative measurement.

Therefore, a major limitation of all prior work on design
automation and cyberphysical integration is that they are lim-
ited to simple droplet manipulation on a chip; however, in
order to make DMFBs useful to a biologist, we need a new
design paradigm to demonstrate that these chips can be used
for actual biomolecular protocols from microbiology.

III. BENCHTOP PROTOCOL FOR

GENE-EXPRESSION ANALYSIS

Contemporary molecular biology research relies extensively
on gene-expression analysis [31], which is required in many
areas such as disease diagnostics [32], pathogen detection [33],
and forensic identification [34]. Gene-expression analysis is
used for elucidating the transcriptional profile of biological
systems. In the gene-expression process (Fig. 2), a particular
segment of DNA is enzymatically processed, or transcribed,
into an RNA molecule [35]. Then, a specific product of RNA,
namely messenger RNA (mRNA), contributes to the transla-
tion process. This step leads to proteins that form the functions
of our life [36]. Notably, the DNA sequences involved in the
establishment of proteins are said to be “expressed genes.”
On the other hand, the DNA sequences that do not elucidate
a high level of expression (i.e., sequences that are not reg-
ularly transcribed or are under the influence of “epigenetic
transcriptional control”) are said to be “silenced/suppressed

genes.” Cancer and neurodegenerative disorders are generally
associated with genes that have a reduced level of expression,
therefore methods used to silence genes are being increasingly
used to produce therapeutics to combat such diseases [37].

Accurate quantification of the expression level for a target
gene requires a multistep protocol on sample cells [16]. In
this section, we describe our benchtop experimental study to
analyze the expression level of Schizosaccharomyces pombe
(S. pombe) strains.

A. Benchtop Experiment and Decision Making

The objective of the experiment was to study the transcrip-
tional profile of a green fluorescent protein (GFP) reporter
gene under epigenetic control. In this experiment, three types
of S. pombe strains were analyzed: 1) control (GFP not under
epigenetic control) strains (Sc); 2) experimental (GFP under
epigenetic control) strains (Se); and 3) wild-type strains used
as a reference to improve the outcome efficiency (Sr). Note
that these strains were run manually and independently in a set
of reactions in which the investigated gene is GFP. Ultimately,
the need to improve the efficiency of the experiment and target
combinations of multiple genes impose practical limitations on
the benchtop approach. To reduce the experiment time and to
minimize the process cost, it is necessary to design a digital-
microfluidic platform that can run tens of droplets through
independent sample pathways under automated control.

Fig. 3 depicts a flowchart of the protocol for quantitative
gene-expression analysis that we have studied using a bench-
top setup. The expression level of S. pombe strains were ana-
lyzed by quantitative PCR (qPCR) following cell lysis, mRNA
isolation and purification, and complementary DNA (cDNA)
synthesis. The details of the experiment are described below.

1) The samples were first placed in culture medium and
cells were grown overnight under controlled condition.
Cell culture is a critical step that is needed to ensure to
that cells remain alive after they are isolated from their
natural environment; i.e., a tissue [38].

2) In order to evaluate cell concentration and assess
whether a cell environment is uncontaminated, the cells
of each sample were observed under a phase con-
trast microscope. Contaminated cells or samples with
improper cell concentration must be discarded and the
cell-culture process is repeated.

3) Cell lysis was performed for each sample to release
intracellular contents, e.g., protein, NA (DNA and
RNA), and cell debris. Glass beads were used for cell
lysis, since glass beads can mechanically disrupt cell
walls.

4) To get rid of protein and cell debris, NAs were iso-
lated and precipitated with the aid of 100% ethanol.
The NAs were then resuspended in ultrapurified
Diethylpyrocarbonate water.

5) The purity of the isolated NA for each sample was
assessed by spectrophotometry. A spectrophotometer
was used to evaluate the light absorbance for all
samples—that is an indication to the isolation qual-
ity [39]. Note that a sample with poorly isolated NA
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Fig. 3. Protocol flowchart for quantitative analysis of gene expression using
a benchtop setup.

(i.e., NA co-exists with protein) has to be discarded
and we have to start over with a new sample of the
same type.

6) We proceeded to this step after successful isolation
of NA. Using “QuantiTect Reverse Transcription (RT)”
kit (from Qiagen, Inc.), a DNA-wipe-out (DNAse)
was added to each sample to eliminate all the DNA,
leaving the mRNA in the solution. Recall that NAs
consist of DNA and RNA molecules. Next, positive
and negative RT mixes (constructed from buffers and
Deoxynucleotides) were prepared to assist in generating
the cDNA for these particular strains. Negative mixes
(also known as negative or no-template controls) serve as
a general control for extraneous NA contamination [40].

7) Finally, DNA amplification through qPCR was carried
out using the following steps.

a) Each sample was iteratively tenfold diluted to
create multiple copies; each being with a unique
DNA concentration (serial dilution).

b) qPCR reactions were performed in duplicate with
GFP-specific primers (positive and negative RT
mixes) in the presence of SYBR green using a
BioRad iCycler (BioRad, Inc).

Note that the expression level of GFP in the S. pombe
samples needs to be quantified with respect to a reference
level. This was achieved by qPCR analysis using gene-specific

Fig. 4. Assessment of NA isolation quality for two samples SA and SB.

primers to the constitutively expressed β-actin gene, which
is constitutively expressed constantly under any experimen-
tal conditions [41]. Therefore, steps 1–6 were concurrently
conducted twice using the same types of samples; we used
a GFP-complementary primer in the first run and a β-actin-
complementary primer in the second run. The dilutes of both
runs were included in the qPCR analysis.

Furthermore, note that in the described protocol, interme-
diate decision points have been used to control the protocol
flow for every sample. To illustrate the fundamental role
of these decision points, we present the outcome of NA-
isolation assessment (step 5 in Fig. 3) for two different samples
SA and SB. According to [39], the use of spectrophotometer
enables us to distinguish NA from protein, which ideally have
absorbance maxima at 260 and 280 nm, respectively. Typically,
the ratio of absorbances at these wavelengths (referred to as
260/280 ratio) has been used as a measure of purity in both NA
and protein extractions. A resulting ratio in the range 1.7–2.0
indicates a purely isolated NA.

As shown in Fig. 4, the spectrum of sample SA as well as
the 260/280 ratio indicate that NA was properly isolated and
extracted in this sample; thus we proceeded to the following
step. On the other hand, the spectrum of SB and its associated
ratio show that NA is contaminated with protein; i.e., it was
poorly isolated. In this case, SB cannot be used since it leads
to inaccurate quantification results. Therefore, sample SB was
discarded and a new sample belonging to the same type was
resuspended for the reaction.

It is therefore evident that the incorporation of sample-
dependent decision points is crucial for accurate quantitative
analysis.

B. Protocol Efficiency and Quantitative Analysis

Determination of the amplification efficiency is a critical
step in a quantitative-analysis protocol. It gives a measure of
whether the DNA amplification is approximately the same
for all samples—that is a necessary condition for success-
ful gene-expression analysis. qPCR provides the following
terminologies for the assessment of DNA amplification [41].

1) Sample Amplification Plot: It is a sigmoid-like plot
(Fig. 5) which shows the PCR cycle number on the
x-axis, whereas the fluorescence from the amplification
(which is proportional to the amount of the amplified
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Fig. 5. Generated amplification and standard curves for samples which target
GFP and β-actin (housekeeping) genes. Results are obtained using dilutes of
Sc, Se, and Sr and recorded using a BioRad iCycler.

product in the sample) is shown on the y-axis. An impor-
tant aspect of this plot is the threshold cycle CT , which
signifies the cycle at which sufficient amplified product
starts to accumulate to yield a detectable fluorescence
signal. CT for a sample is calculated based on a prespec-
ified threshold. Fig. 5 shows amplification plots based
on our benchtop experiments.

2) Standard Curve: A powerful way to determine whether
qPCR implementation is optimized is to run serial dilu-
tion on every sample that has purified NA, as described
in Section III-A. The diluted samples are then ampli-
fied and used to generate a standard curve (Fig. 5).
Construction of a standard curve is carried out by plot-
ting the log of the sample’s dilution factor (tenfold
dilution factor in our experiment) against the CT value
obtained during the amplification of each dilution.

Next, the amplification efficiency E∗ is calculated based
on the slope of the standard curve using the following
formula [42]:

E∗ =
(

10
− 1

slope − 1

)
× 100%

where an ideal reaction implies that E∗ = (2 − 1) × 100% =
100%; i.e., there is a twofold increase in the number of DNA
copies with every cycle. Normally, an amplification efficiency
in the range 95%–105% is acceptable.

Once amplification efficiencies are assessed to be nearly
100%, we quantify the gene-expression of GFP gene (target
gene) relative to β-actin gene based on Se and Sc. The 2−��CT

(Livak) method is used for quantification as follows [43].
Step 1: Normalize the CT of GFP to that of β-actin for both

types of samples

�CT(Se) = CT(GFP,Se) − CT(β-actin,Se)

�CT(Sc) = CT(GFP,Sc) − CT(β-actin,Sc).

Step 2: Normalize the �CT of Se to that of Sc

��CT=�CT(Se)−�CT(Sc)
.

Step 3: Finally, calculate the expression ratio as follows:

2−��CT = Normalized expression ratio.

Fig. 6. Mapping of the quantitative protocol for gene-expression analysis
from (a) a benchtop approach to (b) DMFBs.

The result obtained in this manner is the fold increase (or
decrease) of the expression of the target gene normalized to
the expression of a housekeeping gene. Hence, a target gene
is said to be expressed if the fold increase is above a certain
limit. This global result can then be used to guide the next
steps for studying epigenetic regulation.

IV. DIGITAL MICROFLUIDICS FOR

GENE-EXPRESSION ANALYSIS

In this section, we present our mapping of gene-expression
analysis to DMFBs.

A. Protocol Miniaturization

An early nonadaptive implementation of gene-expression
analysis was realized using digital microfluidics [13]. Our
recent benchtop experience with multiple sample pathways
highlights the need for incorporating decision-making and
adaptation capability, hence we have developed the enhanced
and miniaturized protocol shown in Fig. 6. On-chip opera-
tion begins with the dispensing of sample droplets containing
cultured cells. The cells are then lysed in order to obtain
intracellular materials (DNAs, RNAs, proteins, etc.). Using
magnetic beads, enzymes, and a washing step, mRNA can be
isolated and then reverse-transcribed into the corresponding
cDNA with primers and other reverse-transcription reagents.
Next, the resulting cDNA samples are subjected to thermal
cycling via qPCR to amplify the target gene.

Similar to the benchtop approach, miniaturization of gene-
expression analysis requires the execution of this protocol
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on two sample droplets, one of which is used to quantify
the amplification of the gene-under-investigation, whereas the
other droplet is used to quantify the amplification of a refer-
ence gene, also known as a housekeeping gene [41]. Since
the primers are gene-specific, the two droplets are chemi-
cally treated using different types of primers. However, based
on the outcomes of the intermediate decision points, the
two droplets can be utilized in an unpredictable manner by
different bioassays; this unpredictability makes microfluidic
control difficult. Furthermore, with the randomness exhibited
in molecular interactions, effective gene-expression analysis
requires that the experiment be conducted on at least three
replicates. The expression level is first calculated for each
replicate, then averaged across the three replicates.

Hence, designing an autonomous digital-microfluidic sys-
tem for gene-expression analysis requires the concurrent
manipulation of independent samples. Utilizing the decision
points shown in Fig. 6(b), we incorporate sample-dependent
decision-making capability into the cyberphysical system. In
addition, the specification of the protocol efficiency and the
level of gene expression are included on-chip in the feedback
system. Illustration of the firmware design that assists in eval-
uating the protocol efficiency and gene-expression level on
DMFBs is presented in Section VII.

B. Layered-Software Support and Protocol Model

As discussed in Section II, the cyberphysical configuration
shown in Fig. 1 is suitable only for error recovery; such a
configuration does not avail DMFBs to support quantitative
protocols that carry out analysis based on multiple sample
pathways. Therefore, there is a need to modify the configura-
tion of cyberphysical integration, as shown in Fig. 7. The pro-
posed configuration relies on a layered-software architecture,
which includes the following layers.

1) A firmware layer that is responsible for collecting
readings from the sensors, analyzing their data, and
providing decisions about protocol flow.

2) Adaptive resource-allocation layer that applies spatial
reconfiguration to the chip resources in order to achieve
constrained resource allocation among pathways.

3) Software synthesis layer that performs architectural- and
physical-level synthesis based on constraints from the
resource-allocation layer. Such a configuration facilitates
the interaction between the system controller and the
multiple sample pathways involved in the protocol.

A number of hardware/software co-synthesis techniques for
embedded systems capture control dependencies in the task
specifications by using conditional process graphs [44]–[46].
Similarly, in DMFBs, in order to solve the synthesis prob-
lem for the new paradigm, we represent the protocol as a
control flow graph (CFG) Gc = (Vc, Ec), in which every
node vc ∈ Vc (referred to here as a supernode) signifies a
bioassay, e.g., cell lysis, and a directed edge ec(vc1, vc2) ∈
Ec represents a potential transition (decision-making) path
from vc1 to vc2. The bioassay operations corresponding to a
supernode vc, in turn, are represented in a directed sequenc-
ing graph Gs = (Vs, Es), which shows the timing and the

Fig. 7. Proposed cyberphysical integration and layered-software architecture
for DMFBs to support gene-expression analysis.

Fig. 8. CFG representation of the gene-expression analysis protocol for a
single sample pathway.

interdependencies among these operations. The synthesis tool
must be able to synthesize the supernodes of the protocol
CFG based on the decisions made for each sample dur-
ing running time. Fig. 8 illustrates the representation of the
protocol used for quantitative analysis of gene expression.
Due to the mapping of many bioassays onto this platform,
the design of the underlying DMFB must include on-chip
devices such as heaters, magnets, and sensors that are required
to complete the execution of the protocol. Existing biochip
synthesis methods [20], [23], [24] must be extended to han-
dle dynamic adaptation for multiple sample pathways and
the inherent uncertainties associated with them. Dynamic
resource allocation and spatial reconfiguration in DMFBs
are motivated by the following realities about biochemistry
protocols.

1) The benchtop characteristics of a contemporary micro-
biology application (i.e., quantitative analysis), where
multiple sample pathways are manipulated concurrently
and investigated independently.

2) The need for a robust design of a DMFB, since a non-
robust designs may lead to system failure and inefficient
quantification.

While we take care of the application characteristics by
adopting dynamic resource allocation on DMFBs, the design
constraints are enforced through a spatial-reconfiguration
approach. Utilizing both mechanisms in a combined manner
ensures a robust miniaturization of a microbiology application
on a resource-limited DMFB.
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Fig. 9. Electrode degradation model in terms of electrowetting threshold
voltage [14].

V. SPATIAL RECONFIGURATION

A. Resource-Sharing Schemes

Gene-expression analysis using DMFBs relies on the con-
current manipulation of a collection of droplets. Since there
is uncertainty about the order of execution of bioassays, and
the allocation of on-chip devices among the samples is not
known a priori, there is a need for a reconfiguration technique
that can map specifications of the bioassays to the space of
chip resources; we refer to this as spatial reconfiguration. We
consider three levels of spatial reconfiguration.

1) Nonreconfigurable Scheme (NON ): This scheme is
adopted by current prototypes; on-chip devices are allo-
cated a priori [13], [14]. Interbioassay communication
is achieved by passing droplets between the dedicated
areas.

2) Restricted Resource Sharing (RR): The restriction here
is in terms of the reconfigurability of the shared devices
among bioassays. For instance, a heat-detect device can
be shared between qPCR and cell lysis for the purpose
of thermal manipulation or even sample processing, but
it cannot be used by other bioassays.

3) Unrestricted Resource Sharing (NR): In this scheme,
no restriction is imposed on resource sharing. Therefore,
heat-detect modules cannot only be used for thermal
manipulation or sample processing in cell lysis or qPCR,
but they can also be utilized by sample processing
operations in all bioassays.

B. Motivation for Degradation-Aware Resource Sharing

For a reliable process, mapping the specifications of the
bioassays to the space of chip resources must take into account
the degradation caused by a bioassay. Norian et al. [14] pro-
vided a degradation model for the electrodes. An electrode’s
lifetime can be divided into three regions: 1) reliable oper-
ation; 2) safety margin; and 3) breakdown (see Fig. 9). In
the reliable operation region, the threshold voltage needed for
actuation is constant. The threshold voltage increases linearly

Fig. 10. Illustration of spatial-reconfiguration schemes based on a quantita-
tive protocol described in (a). (b) Nonreconfigurable scheme. (c) Restricted
resource-sharing scheme. (d) Unrestricted resource-sharing scheme.

in the safety margin region. In the breakdown region, a signifi-
cant increase in the electrowetting voltage is needed in order to
transport a droplet. This increase in voltage, however, quickly
leads to dielectric breakdown [47].

The above analysis motivates the need to pinpoint the pros
and cons associated with each reconfiguration level. Therefore,
we provide an example of mapping a simplified quantitative
protocol, which consists of: 1) cell lysis; 2) mRNA isola-
tion and purification; and 3) sample processing and DNA
amplification, as shown in Fig. 10(a). Similar to our bench-
top experiment, three samples S1,S2, and S3 are concurrently
subjected to biochemical reactions in which the three experi-
mental pathways are as follows: 1) S1 traverses the pathway
A-B-C; 2) S2 traverses the pathway A-B-A-B-C; and 3) S3
traverses the pathway A-B-C-A-B-C. Fig. 10(b)–(d) shows the
mapping of bioassays into the space of resources for NON ,
RR, and NR, respectively.

As discussed in Section I, the electrodes located underneath
the heating region are unique; thus it is imperative to con-
sider the impact of spatial reconfiguration on their lifetime.
In Fig. 11, we evaluate the reconfiguration levels based on
our example with respect to the following criteria: 1) total
completion time; 2) chip size; 3) number of required heaters;
and 4) worst-case heater occupancy time, which indicates the
worst-case degradation level. Based on this example, it is obvi-
ous that the nonreconfigurable scheme is not scalable as it
uses larger chip area and more heaters to complete the pro-
tocol even though both completion time and occupancy time
are low. Also, it is apparent that unrestricted resource sharing
achieves minimum completion time, but it reduces chip life-
time. On the other hand, restricted resource sharing decelerates
degradation of the chip, but the completion time is higher.
Therefore, there is a need for a resource-allocation scheme
that combines the best of both worlds; i.e., lower completion
time and less degradation of the chip. We refer to this scheme
as degradation-aware resource allocation and describe it in
the next section.
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Fig. 11. Comparison of spatial-reconfiguration schemes: 1) NON refers to
the nonreconfigurable scheme; 2) RR refers to restricted resource sharing;
and 3) NR refers to unrestricted resource sharing.

TABLE I
NOTATIONS USED IN THIS PAPER

VI. SHARED-RESOURCE ALLOCATION

This section formulates the resource-allocation problem and
describes the proposed solution.

A. Problem Formulation

The notation used in this paper is listed in Table I. The
system described here is composed of three types of mod-
ules: 1) nonreconfigurable modules (input and output ports);
2) sample-processing modules (mixers); and 3) reconfigurable
modules (heaters, detectors, and magnet regions). Unlike the
nonreconfigurable and samples processing modules, the recon-
figurable modules are shared among the protocol’s bioassays,
and access control is managed by the resource allocator. In
addition, we make the following important observations.

1) Each bioassay bi ∈ B is mapped to a local space of
nonreconfigurable and sample processing modules.

2) A shared module r ∈ Rsh is essential for a bioassay bi if
and only if the absence of this module leads to a failure
in execution of this bioassay. An example is the heater
resource for a thermal-cycling bioassay.

3) A shared module r ∈ Rsh that is granted to a bioassay bi

may not be essential for the execution of the bioassay,
i.e., ri ⊂ gri. Typically, this module can be used for
sample processing.

Fig. 12. Components of the shared-resource coordination and allocation.

Our problem formulation is as follows.
Inputs:
1) The protocol CFG Gc = (Vc, Ec), where Vc =

{vc1, vc2, . . . , vcm} represents the supernodes of m bioas-
says and ec(vci, vcj); 1 ≤ i, j ≤ m represents data and
biological dependency between all pairs of bioassays bi

and bj. A supernode vci comprises a directed sequencing
graph Gs = (Vs, Es), where Vs = {vs1, vs2, . . . , vsn} rep-
resents n bioassay operations and es(vsk, vsl); 1 ≤ k,
l ≤ n represents dependencies between all pairs of
operations k and l that belong to the bioassay bi.

2) The digital microfluidic library, which describes the
types and locations of the on-chip modules.

3) The resource preferences of every bioassay bi, which
describes the initial resource requirement. The values of
the bioassay’s completion time Tj

i and the degradation
level D j

i as a function of the granted resources grj are
also specified.

4) The resource-allocation constraints (Section VI-B).
Output: Allocation of chip modules to the bioassays such

that the constraints on resource-allocation are satisfied.

B. Resource-Allocation Sequence and Constraints

We have developed a shared-resource allocation scheme
based on a timewheel that is controlled by the coordinator,
as shown in Fig. 12. The sequence of actions is indicated by
the numbers 1–6. Whenever the coordinator receives a com-
mand from the firmware layer about the decision for a certain
pathway, it firsts stores the command in a global queue until all
preceding requests are fulfilled. When the bioassay’s command
is ready to be processed (essential resources are available), the
coordinator forwards it to the resource allocator agent. The
resource allocator, in turn, checks the preferences of the bioas-
say and the scheme-specific constraints on resource allocation.
Then, the resource allocation is determined and transferred
to the actor which, in turn, invokes online synthesis for this
particular bioassay.

When the restricted resource-sharing scheme is adopted,
the resource allocator must ensure that no nonessential shared
resource is allocated to the requesting bioassay; i.e., ri = grj.
For instance, a bioassay for the preparation of master mixes
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cannot get access to the heaters, which are not essential for its
execution, but it can get access to additional optical detectors
to shorten time-to-completion. Therefore, the worst-case com-
putational complexity for allocating resources to a bioassay bi

is O(|ri|).
Conversely, the resource allocator in unrestricted resource

sharing enables the option of using nonessential shared
resources. In this case, these resources will be used for sample
processing. For instance, an mRNA extraction bioassay can get
access to a heater to perform sample processing in order to
shorten its completion time. As a result, the worst-case com-
putational complexity for allocating resources to a bioassay bi

is O(|Rsh|).
Finally, degradation-aware resource-allocation method ini-

tially allocates shared resources to requesting bioassays with-
out restrictions. It also keeps track of the actual degradation
levels at all shared sources resulting from the synthesized
bioassays. This is achieved via direct communication with the
synthesis tool. As a result, when the reliable operation time
for the electrodes at a certain shared resource is exceeded,
the resource allocator imposes restrictions on accessing this
resource; i.e., it switches to restricted resource sharing for this
particular resource. Since electrode degradation is considered
in resource allocation, resources are sorted according to their
degradation level whenever a bioassay bi requires resource
allocation. Hence, the worst-case computational complexity of
this scheme is O(|Rsh|2).

While our methodology is the first to consider dynamic
resource allocation in DMFBs, the literature of real-
time embedded systems is rich with advanced and
cost-effective middleware designs that provide dynamic adap-
tation [48]–[50]. Objectives such as fault tolerance, reduction
of power consumption, and reliability of safety-critical appli-
cations have been the focus of these designs. Similarly, we
foresee many research opportunities for providing optimized
dynamic-adaptation techniques in DMFBs.

VII. FIRMWARE FOR QUANTITATIVE ANALYSIS

The firmware is an interactive software layer that needs to be
incorporated in the architecture of cyberphysical DMFBs. This
layer is constructed based on a set of C++ libraries that can
collect data from on-chip sensors via a signal tracer library, use
the collected data to perform real-time data analysis, and feed
the upper layer with appropriate decisions. Previous studies
overlooked the incorporation of such a layer since the demon-
strated designs of cyberphysical DMFBs solely focused on
error recovery. The feedback system therefore uses simple sig-
nal conditioning and checking schemes to provide decisions.
However, advancing cyberphysical DMFBs toward automated
quantitative analysis requires taking into consideration the
challenges imposed by the distributed sensors. In this section,
we focus on the design of the firmware component required for
evaluating protocol efficiency and the level of gene expression.

A. Firmware Components

Fig. 13 shows an example of a block diagram for the
firmware layer that is used for qPCR-based quantitative

Fig. 13. Structure of the firmware layer for qPCR-based gene-expression
analysis.

gene-expression analysis. This layer consists of two libraries:
1) tracing and queuing (TQ) library and 2) analysis and
decision-making (AD) library. Since multiple sensors are
used in the quantification, the TQ library is responsible for
interacting with the hardware. Using the sensor-sample map
that is generated by the resource allocator, this library can
trace the real-time readout of each sensor at every ampli-
fication cycle. The synchronization between the library and
the underlying sensors is achieved via a designated protocol
stack that is much simpler than its counterpart in wireless sen-
sor networks. The circuitry for each sensor must transmit the
readout, packetized along with the sensor identification, to the
firmware. Next, the firmware matches the received identifica-
tion information with the sensor-sample map to recognize the
detected sample. The received signal is then logged into the
library’s queuing system at the appropriate location.

When the amplification data is collected, there is a need to
use this data to provide useful information. Therefore, the TQ
library generates the standard curve for the assessment of the
amplification quality. Next, TQ library invokes the AD library
to trigger the start of AD. The targets of this library is to
execute gene-expression quantification methods. As shown in
Fig. 13, the captured threshold cycles of the samples, com-
municated from the TQ library, are used to draw the standard
curve and determine the efficiency factor E∗ [41]. Based on
the resulting value of the efficiency factor, the firmware will
command the upper layer (that forms the feedback system) to
transition the platform into a new start or to report the final
result. If the first path is chosen, the command will trigger
online synthesis at the upper layer. On the other hand, if the
latter path is chosen, the AD library invokes the Livak pro-
cedure [43] to quantify the expression of the gene of interest
based on the communicated threshold cycles.

Note that the firmware components, namely TQ and AD
libraries, are customized for qPCR-based analysis protocols.
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However, these components may be redesigned when applied
to different classes of quantitative protocols (e.g., glucose
colorimetric analysis [19]). In principle, methods of data
acquisition, queuing, and processing rely on the type of target
molecule (e.g., DNA, protein, or blood cells), the associ-
ated sensor technology (e.g., fluorescence or light absorption),
and the property under investigation (e.g., abundance of gene
expression or concentration). In other words, there is a practi-
cal limitation against defining a generic firmware design due
to the increasing level of complexity and specificity in the
microbiology protocols.

B. Firmware Operation With Amplification Variations

The firmware is a key layer, not only because of its role
in collecting sensor data and conveying decisions, but it is
also responsible for ensuring that the reported data is mean-
ingful and precise to a large extent. Impreciseness in reporting
the level of gene expression might arise due to the following
reasons.

1) Indeterministic component interactions are ubiquitous
in biological processes; as a result, DNA amplification
response for the same sample may witness a limited
random deviation over several trials [51].

2) Similar to the IC design process, the fabrication pro-
cess of a DMFB and the integrated devices (e.g., heaters
and detectors) are subject to process variations and
faults [52].

Unreliable design of the firmware will undoubtedly propagate
these inefficiencies to the user side through imprecise gene-
expression results.

An effective solution to this problem is based on a proba-
bilistic approach. The protocol experiment is iterated several
times, and the results with the highest probability of being
precise are reported. A simple probabilistic online approach
is to use the mean of the collected data to directly report
the results [14]. However, a more accurate scheme will con-
sider the fact that, like several other biological processes [53],
the trend of deviation in DNA amplification follows a certain
distribution function. With several offline trials, the parame-
ters of such a function are identified. Next, the outcomes of
an online experiment (e.g., the level of gene expression) can
be probabilistically determined. The firmware design incorpo-
rates a tool, called RAmp,1 that carries out such optimization
and reports the results based on a probabilistic distribution.
Fig. 14 illustrates the working principle of RAmp assum-
ing a normal distribution over CT . The acceptable range of
CT,on

2 can be calculated given a predetermined threshold on
the cumulative distribution function F(CT). For example, the
acceptable range can be associated with the following con-
dition: F(CT,2) − F(CT,1) = 0.5. Note that the parameters
of the constructed model can be fixed along the spectrum
of CT ; this approach is referred to as static-variation model
(SM), or they can be curve-fitted to a polynomial function
over CT ; we refer to this approach as dynamic-variation model
(DM). Additional research and experiments are needed to

1RAmp stands for reliable computation with amplification variations.
2We use CT,on to distinguish online CT values.

Fig. 14. Using RAmp to: 1) construct a probabilistic model based on
amplification variations (offline mode) and 2) specify an acceptable range
of experimental CT based on the constructed model (online mode).

investigate such probabilistic models through decoupling the
effect of indeterminism in biological processes and the impact
of process variation in biochip fabrication and operation.

VIII. SIMULATION RESULTS

We implemented the proposed resource allocation schemes
using C++. All evaluations were carried out using a 2.4 GHz
Intel Core i5 CPU with 4 GB RAM. In order to obtain the
resource preferences for each bioassay before resource allo-
cation begins, synthesis results were obtained from offline
simulation using [54]. The same tool is used for online syn-
thesis when the simulation of real-time quantitative analysis
starts. Since this is the first work on optimization for mul-
tiple sample pathways, a comparison with prior work is not
feasible.

A. Evaluation of Resource-Allocation Schemes

Two chip arrays have been utilized to simulate the quantita-
tive protocol; these chips are labeled CNR (nonreconfigurable
chip) and CR (reconfigurable chip). In both arrays, the chip
has a dedicated port for each liquid and each bioassay also
has its own sample processing (SP) region. However, recon-
figurable modules, namely heaters (H), magnet (M), CCD
camera region (CCD), and optical detectors (OD), are inte-
grated in the shared area of CR. This area is accessible to
droplets from any bioassay via a ring electrode-bus. The chip
sizes are 18×18 and 17×17 for CNR and CR, respectively;
these represent the lower bounds on the size required to exe-
cute the bioassays. We expect that increasing the array size for
CNR and CR will result in a proportional decrease in completion
time. Performance assessment for different chip sizes is left for
future work.

We evaluate four resource-allocation schemes: 1) nonre-
configurable scheme (NON ); 2) restricted resource sharing
(RR); 3) unrestricted resource sharing (NR); and 4) adap-
tive degradation-aware resource sharing (DA). Using these
schemes, we run simulations on the quantitative analysis pro-
tocol described in Section I. We consider three samples being
concurrently subjected to fluidic operations. The samples are
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Fig. 15. (a)–(f) Comparison between the four resource-allocation schemes—Nonreconfigurable (NON ), restricted resource sharing (RR), unrestricted
resource sharing (NR), and degradation-aware resource sharing (DA)—executing three pathways. (g) and (h) Performance of the shared resource-allocation
schemes with various lengths of homogeneous pathways.

TABLE II
BIOASSAY NOTATION AND RESOURCE REQUIREMENT

S1 (GFP gene-targeted sample), S2 (YFP gene-targeted sam-
ple, and S3 (actin gene-targeted sample). Using the notation
in Table II, we consider three different cases in terms of the
sample pathways.

1) Short Homogeneous Pathways (Case I): An optimistic
case in which all the three samples follow the same
shortest pathway (CL-mE-mP-MM-SD-TC).

2) Long Homogeneous Pathways (Case II): A pessimistic
case in which all the three samples follow the same long
pathway (CL-mE-mP-CL-mE-mP-MM-SD-TC).

3) Heterogeneous Pathways (Case III): A realistic case in
which the pathways of these samples are different.

The considered pathways are as follows: CL-mE-mP-MM-SD-
TC, CL-mE-mP-CL-mE-mP-MM-SD-TC, and CL-CL-mE-
mP-MM-MM-SD-TC, respectively. Table II lists the minimum
resource requirements for the bioassays.

The metrics of comparison include: 1) the total comple-
tion time of the protocol execution (in time steps) and 2) the
occupancy time (degradation level) for the shared resources
(heaters and magnet modules). A time-step refers to the clock
period, typically in the range of 0.1–1 s [6]. For fair compari-
son between nonreconfigurable and resource-sharing schemes,
the chip array used with the nonreconfigurable scheme (i.e.,
CNR) is designed such that the resources are sufficient only for
a single pathway; therefore, the resources are not replicated

TABLE III
NUMBER OF ON-CHIP MODULES AND ARRAY

ELECTRODES IN CNR AND CR

with the number of samples. In addition, due to the absence
of resource sharing in the nonreconfigurable scheme, the
occupancy time is not considered in our analysis. Table III
compares the four scheme based on the chip configuration. As
expected, due to the absence of resource sharing in the non-
reconfigurable scheme, the chip modules are replicated. For
example, three heaters are sufficient for the resource-sharing
schemes (in CR) for thermal manipulation in different bioas-
says. For CNR, both cell lysis and thermal cycling bioassays
require their own heaters, thus increasing chip fabrication cost.

Based on our simulations, the CPU time, which includes
the time for resource allocation and online synthesis, averaged
over the three cases (I–III), is less than 1 ms for all allocation
schemes. Thus, compared to the protocol completion time (in
the order of minutes), the CPU time is negligible.

1) Case I (Short Homogeneous Pathways): This case arises
when all the samples are perfectly grown in a well-controlled
medium. In addition, the reagents are contamination-free. We
compare the four methods in terms of completion times [see
Fig. 15(a)]. As expected, nonreconfigurable resource alloca-
tion leads to the shortest completion time. Restricted resource
sharing, on the other hand, shows the worst completion time.
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Fig. 16. Illustration of training and operation methodologies in RAmp.

We also note that we can use adaptive, degradation-aware
resource allocation (DA) to achieve a short completion time,
while the chip resources are not severely degraded (degra-
dation is measured in terms of the occupancy time) [see
Fig. 15(b)].

2) Case II (Long Homogeneous Pathways): We next study
the case where all the samples are resuspended for addi-
tional bioassays. As shown in Fig. 15(c) and (d), the proposed
schemes show the same profiles of completion times and
degradation levels as in case I, but with higher values.
However, the completion time for DA is closer to that obtained
with restricted resource sharing.

3) Case III (Heterogeneous Pathways): This is a realistic
case that emerges due to the inherent uncertainty about the bio-
logical contents of each sample. It introduces the challenge
of deciding the allocation of resources among the heteroge-
neous pathways at runtime. Again, we evaluate the allocation
schemes based on the completion time [Fig. 15(e)] and the
degradation level [Fig. 15(f)].

4) Convergence of Degradation-Aware Resource
Allocation: Finally, we study the convergence of the
DA method. We analyze the completion time and the average
degradation level of the shared resource-allocation schemes
with various lengths of homogeneous pathways, as shown
in Fig. 15(g) and (h). We observe that the completion time
for DA begins to converge to its counterpart in RR when
the length of the pathway is increased. However, due to
the restrictions imposed by both RR and DA on resource
allocation, the degradation levels remain below a certain limit
even when we increase the pathway length substantially, as

shown in Fig. 15(h). In real-life scenarios, chip users tend to
make optimizations in order to make sure that the protocol is
finished as early as possible to avoid droplet evaporation [55].
These scenarios make the DA method especially attractive in
practice.

B. Variants of Probabilistic Models in RAmp

We demonstrate two variants for probabilistic-model con-
struction and the use of the firmware: 1) SM and 2) DM.
The following details describe the methodology for training
and operation for RAmp.

1) Input Data Set (For Training): We used the CT values
of β-actin that were extracted from the benchtop experiment
(Fig. 5) as the input data set. Additional values were ran-
domly generated, but clustered to be near the measured data,
and included to the set of extracted points in order to enlarge
the training set. Therefore, the amplification of each sample
droplet is characterized by a “cluster” of possible readings.

2) Probabilistic Models: The input data set for each cluster
was fit to a local normal function, as shown in Fig. 16(a).
Next, the standard deviation of the constructed local functions
were averaged over CT spectrum to create a global normal
distribution function that is used during operation mode (SM
approach) [see Fig. 16(b)]. In other words, this global function
(σ = 0.7139) is always used to represent the acceptable range
for any input amplification result CT,on. On the other hand,
to generate DM, the obtained values of standard deviation
were curve-fitted furthermore to a function (in our case, it
is a first-order polynomial function), as shown in Fig. 16(c).
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Based on the training, the standard deviation of the global
distribution function will change as CT,on varies, depending
on the deviation trend of the original data clusters. Fig. 16(d)
compares the operation outcomes of SM and DM for two
amplification results (CT,on = 17 and 30). At CT,on = 17, there
is a high chance that this result matches the original input data
at CT = 17.29. Accordingly, using DM leads to a steepened
global curve, reducing the standard deviation at this point (σ =
0.6211). However, at CT,on = 30, the DM flattens the curve
(σ = 0.9199) in an attempt to include the original input data
points at CT = 27.84 and 31.56 in the reported probability
distribution. Note that the above points represent corner cases,
typical cases such as the range CT,on : 20 → 25 will exhibit the
same behavior for both SM and DM. Additional statistical
research is needed to improve the characteristics of the curve-
fitted function. There is a need to reflect the disturbances in
qPCR parameters and kinetics of the reaction on this function
via stochastic modeling [56].

IX. CONCLUSION

We have introduced the first automated design method
for a cyberphysical DMFB that performs quantitative gene-
expression analysis. This design is based on a spatial-
reconfiguration technique that incorporates resource-sharing
specifications into the software synthesis flow. A firmware has
been developed to collect data from sensors during runtime,
perform analysis, and make decisions about the multiple path-
ways for samples. We have also presented an adaptive scheme
for shared-resource allocation that efficiently utilizes on-chip
modules. This method manages resource access between the
bioassays. The proposed scheme has been evaluated based on
the completion time and the electrode degradation level for
realistic multisample test cases. We have reported results on
the performance of the allocation scheme for various pathway
lengths.
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